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A multi-objective identification method for structural model updating based on modal residuals is presented. The method results in multiple Pareto optimal structural models that are consistent with the experimentally measured modal data and the modal residuals used to measure the discrepancies between the measured and model predicted modal characteristics. These Pareto optimal models are due to uncertainties arising from model and measurement errors. The relation between the multi-objective identification method and the conventional single-objective weighted modal residuals method for model updating is investigated. Using this relation, an optimally weighted modal residuals method is also proposed to rationally select the most preferred model among the alternative multiple Pareto optimal models for further use in structural model prediction studies. Computational issues related to the reliable solution of the resulting multi-objective and single optimization problems are addressed. The model updating methods are compared and their effectiveness is demonstrated using experimental results obtained from a three-story laboratory structure tested at a reference and a mass modified configuration. The variability of the Pareto optimal models and their associated response prediction variability are explored using two structural model classes, a simple 3-DOF model class and a higher fidelity 546-DOF finite element model class. It is demonstrated that the Pareto optimal structural models and the corresponding response and reliability predictions may vary considerably, depending on the fidelity of the model class and the size of measurement errors.

1. Introduction

Structural model updating methods (e.g. [1–6]) have been proposed in the past to reconcile mathematical models, usually discretized finite element models, with modal data obtained from experimental modal analysis. Each model updating method has its own advantages and shortcomings, but there is no universally acceptable methodology for treating the model updating problem. Comprehensive reviews of structural model updating methods can be found in the work by Mottershead and Friswell [2] and Doebling et al. [7]. The estimate of the optimal model is sensitive to uncertainties that are due to limitations of the mathematical models used to represent the behavior of the real structure, the presence of measurement noise from ambient excitations (e.g. wind, facilities and motion occupants in buildings [8]), and the processing errors in estimating the modal data. Also, optimal model estimates are sensitive to the number and type of measured modal data used in the reconciling process, as well as the norms used to measure the fit between measured and model predicted modal properties. The optimal structural models resulting from such methods can be used for improving the model response and reliability predictions, as well as accounting for the uncertainties in these predictions [9–11]. Moreover, these optimal structural models can be used for structural health monitoring applications [12–19] and structural control [20].

Structural model parameter estimation problems based on measured modal data (e.g. [2,21–23]) are often formulated as weighted least-squares problems in which modal metrics, measuring the residuals between measured and model predicted modal properties, are build up into a single weighted modal residuals metric formed as a weighted average of the individual modal metrics using weighting factors. Standard optimization techniques are then used to find the optimal values of the structural parameters that minimize the single weighted residuals metric representing an overall measure of fit between measured and model predicted modal properties. Due to model error and measurement noise, the results of the optimization are affected by the values assumed for the weighting factors. The choice of the weighting factors depends on the model adequacy and the uncertainty in the available measured data, which are not known a priori. Different values of the weights result in different optimal models and consequently different predictions from the optimal models.

The model updating problem has recently been formulated in a multi-objective context [24] that allows the simultaneous minimization of the multiple modal metrics, eliminating the need for
using arbitrary weighting factors for weighting the relative importance of each modal metric in the overall measure of fit. In contrast to the conventional weighted least-squares fit between measured and model predicted modal data, the multi-objective parameter estimation methodology provides multiple Pareto optimal structural models consistent with the data in the sense that the fit each Pareto optimal model provides in a group of measured modal properties cannot be improved without deteriorating the fit in at least one other modal group.

In this work, the multi-objective identification method based on modal data is revisited. In Section 2, the structural model updating problem using modal residuals is first formulated as a multi-objective optimization problem and then as a single-objective optimization with the single objective formed as a weighted average of the multiple objectives using weighting factors. Theoretical and computational issues arising in multi-objective identification are addressed and the correspondence between the multi-objective identification and the weighted modal residuals identification is established. Using this relation, the problem of rationally estimating the optimal values of the weights on which to base the model is addressed and the correspondence between the multi-objective and single-objective optimization problems are addressed, including issues related to estimation of global optima, convergence of the proposed algorithms, and identifiability.

Finally, in Section 5, theoretical and computational issues are illustrated by applying the methodology for updating two model classes, a simple three degrees-of-freedom (DOF) model and a much higher fidelity finite element model class, using experimentally obtained modal data from a small-scaled three-story laboratory steel building structure tested at a reference and a mass modified configuration. Validation studies are performed to show the applicability of the methodologies, the advantages of the multi-objective identification, and the performance of the most preferred Pareto optimal model. Emphasis is given in investigating the variability of the Pareto optimal models and the variability of the response predictions from these Pareto optimal models. Comparisons between the results from a simple 3-DOF model class and a much higher fidelity finite element model class, are used to assess the effect of model error uncertainty on model updating and model response prediction variability.

2. Model updating based on modal residuals

2.1. Preliminaries

Let \( D = \{ \phi_1^k, \phi_2^k \} \in \mathbb{R}^{N_0} \), \( r = 1, \ldots, m, \) \( k = 1, \ldots, N_0 \) be the measured modal data from a structure, consisting of modal frequencies \( \omega^k \) and modeshape components \( \phi_1^k \) at \( N_0 \) measured DOFs, where \( m \) is the number of observed modes and \( N_0 \) is the number of modal data sets available. Consider a parameterized class of linear structural models used to model the dynamic behavior of the structure and let \( \theta \in \mathbb{R}^p \) be the set of free structural model parameters to be identified using the measured modal data. Let also \( \{ \omega_0(r), \phi_0(r) \} \in \mathbb{R}^{N_0}, r = 1, \ldots, m \) be the predictions of the modal frequencies and modeshape components at \( N_0 \) measured DOFs obtained for a particular value of the parameter set \( \theta \) by solving the eigenvalue problem corresponding to the model mass and stiffness matrices \( M(\theta) \) and \( K(\theta) \), respectively. The global matrices \( M(\theta) \) and \( K(\theta) \) depend on the values of the set \( \theta \) and are assembled from the element (or substructure) mass and stiffness matrices using a finite element analysis. Moreover, the measured DOFs \( N_0 \) are in most cases less than the model DOFs \( N_0 \) \( (N_0 < N_0) \).

The objective in a modal-based structural identification methodology is to estimate the values of the parameter set \( \theta \) so that the modal data \( \{ \omega_0(r), \phi_0(r) \}, r = 1, \ldots, m \) predicted by the linear class of models best matches, in some sense, the experimentally obtained modal data in \( D \). For this, let

\[
J_{\omega}(\theta) = \frac{1}{N_0} \sum_{k=1}^{N_0} \frac{\sum_{r=1}^{m} (\omega_0(r) - \omega^k)^2}{\omega^k^2}
\]

and

\[
J_{\phi}(\theta) = \frac{1}{N_0} \sum_{k=1}^{N_0} \frac{\sum_{r=1}^{m} ||\phi_0(r) - \phi^k(r)||^2}{\phi^k ||^2}
\]

for \( r = 1, \ldots, m \), be the measures of fit or residuals between the \( N_0 \) measured set of modal data and the measured modal data for the \( r \)th modal frequency and modeshape components, respectively, where \( ||\phi||^2 = \phi^T \phi \) is the usual Euclidian norm and \( ||\phi^k||_{N_0} = ||\phi||/N_0 \).

Specifically, the objective \( J_{\omega}(\theta) \) gives the mean of the fractional errors between the \( r \)th measured modal frequencies and the \( r \)th modal frequency predicted by the model class for a particular value of the parameter set \( \theta \). Similarly, the objective \( J_{\phi}(\theta) \) gives the mean of the normalized errors between the \( \theta \) measured modeshapes and the \( \theta \) modeshape predicted by the model class for a particular value of the parameter set \( \theta \). The scaling factor \( b_{\phi} = b_{\omega} = \frac{\phi^2}{N_0} \phi^2 \) is selected such that the measured modeshape \( \phi^k \) closest to the predicted modeshape \( \phi^k(\theta) \) for a given value of \( \theta \), in the sense that the distance \( ||\phi^k - \phi^k(\theta)|| < \phi^2 \) between the measured and the model predicted modeshapes is minimum. These errors are due to modeling error and measurement noise (e.g. [8,9]).

The measured modal properties are grouped into \( n \) groups \( g_i \), \( i = 1, \ldots, n \). Each group contains one or more modal properties. For the \( i \)th group \( g_i \), a norm \( J_i(\theta) \) is introduced to measure the residuals of the difference between the measured values of the modal properties involved in the group and the corresponding modal values predicted from the model class for a particular value of the parameter set \( \theta \). The measure of fit in a modal group is taken as the sum of the individual measures of fit in (1) for the corresponding modal properties involved in the modal group. The grouping of the modal properties \( \{ \omega_0(r), \phi_0(r) \}, r = 1, \ldots, m \) into \( n \) groups and the selection of the measures of fit \( J_1(\theta), \ldots, J_n(\theta) \) are usually based on user preference. The modal properties assigned to each group are selected according to their type and the purpose of the analysis.

For demonstration purposes, a grouping scheme is next defined by grouping the modal properties into \( n = 2 \) groups as follows. The first group contains all modal frequencies with the measure of fit \( J_1(\theta) \) selected to represent the difference between the measured and the model predicted modal frequencies for all measured modes, while the second group contains the modeshape components for all measured modes with the measure of fit \( J_2(\theta) \) selected to represents the difference between the measured and the model predicted modeshape components for all modes. Specifically, the \( n = 2 \) measures of fit are given by

\[
J_1(\theta) = \sum_{r=1}^{m} J_1(\theta) \quad \text{and} \quad J_2(\theta) = \sum_{r=1}^{m} J_2(\theta).
\]

The aforementioned grouping scheme is used in the application section for demonstrating the features of the proposed model updating methodologies.

2.2. Multi-objective identification

The problem of model updating for identifying the model parameter values that give the best fit in all groups of modal
properties can be formulated as a multi-objective optimization problem stated as follows [24]. Find the values of the structural parameter set \( \theta \) that simultaneously minimizes the objectives

\[
y = J(\theta) = (J_1(\theta), \ldots, J_n(\theta)),
\]

where \( \theta = (\theta_1, \ldots, \theta_n) \in \Theta \) is the parameter vector, \( \Theta \) is the parameter space, \( y = (y_1, \ldots, y_n) \in Y \) is the objective vector, and \( Y \) is the objective space. For conflicting objectives \( J_1(\theta), \ldots, J_n(\theta) \), there is no single optimal solution, but rather a set of alternative solutions, known as Pareto optimal solutions, that are optimal in the sense that no other solutions in the parameter space are superior to them when all objectives are considered.

Using multi-objective terminology, the Pareto optimal solutions are the non-dominating vectors in the parameter space \( \Theta \), defined mathematically as follows. A vector \( \theta \in \Theta \) is said to be non-dominated regarding the set \( \Theta \) if and only if there is no vector in \( \Theta \) which dominates \( \theta \). A vector \( \theta \) is said to dominate a vector \( \theta' \) if and only if

\[
J_i(\theta) \leq J_i(\theta') \quad \forall i \in \{1, \ldots, n\} \quad \text{and} \quad \exists j \in \{1, \ldots, n\} \text{ such that } J_j(\theta) < J_j(\theta').
\]

The set of objective vectors \( y = J(\theta) \) corresponding to the set of Pareto optimal solutions \( \theta \) is called Pareto optimal front. The characteristics of the Pareto solutions are that the modal residuals cannot be improved in any modal group without deteriorating the modal residuals in at least one other modal group.

The multiple Pareto optimal solutions are due to modeling and measurement errors. The level of modeling and measurement errors affect the size and the distance from the origin of the Pareto front in the objective space, as well as the variability of the Pareto optimal solutions in the parameter space. The variability of the Pareto optimal solutions also depends on the overall sensitivity of the objective functions or, equivalently, the sensitivity of the modal properties, to model parameter values \( \theta \). Such variabilities were demonstrated for the case of two-dimensional objective space and one-dimensional parameter space in the work by Christodoulou and Papadimitriou [25]. In the application section, an example structure is used to demonstrate the effect of model error on the size and variability of the Pareto front and Pareto optimal solutions.

It should be noted that in the absence of modeling and measurement errors, there is an optimal value \( \theta \) of the parameter set \( \theta \) for which the model-based modal frequencies and modeshape components match exactly the corresponding measured modal properties. In this case, all objective functions \( J_1(\theta), \ldots, J_n(\theta) \) take the value of zero and, consequently, the Pareto front consists of a single point at the origin of the objective space. In particular, for identifiable problems [26,27], the solutions in the parameter space consist of one or more isolated points for the case of a single or multiple global optima, respectively. For non-identifiable problems [28,29], the Pareto optimal solutions form a lower-dimensional manifold in the parameter space.

### 2.3. Weighted modal residuals identification

The parameter estimation problem is traditionally solved by minimizing the single objective

\[
J(\theta; w) = \sum_{i=1}^{n} w_i J_i(\theta)
\]

formed from the multiple objectives \( J(\theta) \) using the weighting factors \( w_i > 0, i = 1, \ldots, n \), with \( \sum_{i=1}^{n} w_i = 1 \). The objective function \( J(\theta; w) \) represents an overall measure of fit between the measured and the model predicted modal characteristics. The relative importance of the modal residual errors in the selection of the optimal model is reflected in the choice of the weights. The results of the identification depend on the weight values used. The weight values depend on the adequacy of the model class used to represent structural behavior and the accuracy with which the measured modal data are obtained. However, the choice of weight values is arbitrary since the modeling error and the uncertainty in the measured data are usually not known a priori. Conventional weighted least squares methods assume equal weight values, \( w_1 = \ldots = w_n = 1/n \). This conventional method is referred herein as the equally weighted modal residuals method.

### 2.4. Comparison between multi-objective and weighted modal residuals identification

Formulating the parameter identification problem as a multi-objective minimization problem, the need for using arbitrary weighting factors for weighting the relative importance of the residuals \( J(\theta) \) of a modal group to an overall weighted residuals metric is eliminated. An advantage of the multi-objective identification methodology is that all admissible solutions in the parameter space are obtained.

It can be readily shown that the optimal solution to the problem (5) is one of the Pareto optimal solutions. For this, let \( \bar{\theta} \) be the global optimal solution that minimizes the objective function \( J(\theta; w) \) in (5) for given \( w \). Then this solution is also a Pareto optimal solution since otherwise there would exist another solution, say \( \bar{\theta} \), for which Eq. (4) will be satisfied for \( \bar{\theta} = \bar{\theta} \) and \( \bar{\theta} = \bar{\theta} \) that is, \( J_i(\bar{\theta}) < J_i(\bar{\theta}) \) for \( \forall i \in \{1, \ldots, n\} \) and \( \exists j \in \{1, \ldots, n\} \) such that \( J_j(\bar{\theta}) < J_j(\bar{\theta}) \). As a result of this and the fact that \( w_i \geq 0 \), it is readily derived using the form of \( J(\theta; w) \) in (5) that \( J(\theta; w) < J(\bar{\theta}; w) \). The last inequality implies that \( \bar{\theta} \) instead of \( \bar{\theta} \) is the global solution optimizing \( J(\theta; w) \), which is a contradiction.

Thus, solving a series of single objective optimization problems of the type (5) and varying the values of the weights \( w_i \) from 0 to 1, excluding the case for which the values of all weights are simultaneously equal to zero, Pareto optimal solutions are alternatively obtained. These solutions for given \( w \) are denoted by \( \bar{\theta}(w) \). It should be noted, however, that there may exist Pareto optimal solutions that do not correspond to solutions of the single-objective weighted modal residuals problem. The existence of such Pareto solutions will be demonstrated in the application Section 5. Thus, the multi-objective identification method is essential if the whole Pareto front is to be obtained.

The single objective identification is computationally attractive since conventional minimization algorithms can be applied to solve the problem. However, a severe drawback of generating Pareto optimal solutions by solving the series of weighted single-objective optimization problems by uniformly varying the values of the weights is that this procedure often results in cluster of points in parts of the Pareto front that fail to provide an adequate representation of the entire Pareto shape. Thus, alternative algorithms dealing directly with the multi-objective optimization problem and generating uniformly spread points along the entire Pareto front are preferred. Computational algorithms and related issues for solving the single-objective and the multi-objective optimization problems are discussed in Section 4.

### 3. Model updating based on optimally weighted modal residuals

The Pareto optimal models \( \bar{\theta}(w) \) along the Pareto front trade-off the fit between measured and model predicted modal data for different modal groups. The objective of this section is to address the problem of rationally selecting the optimal value \( w \) of the weighting parameter set \( w = (w_1, \ldots, w_n) \) in (5) and subsequently estimating the most preferred structural model \( \bar{\theta}(w) \) among the
Pareto optimal models $\tilde{\mathbf{u}}(\mathbf{w})$, utilizing the measured data and the selected model class. The decision for selecting a single most preferred model $\tilde{\mathbf{u}}_{\text{opt}} \equiv \tilde{\mathbf{u}}(\mathbf{w}_{\text{opt}})$, among the Pareto optimal models $\tilde{\mathbf{u}}(\mathbf{w})$, for further use in model-based prediction studies and reliability assessment, depends on the user preferences.

From the computational point of view, it is desirable that the selection of the most preferred optimal model does not necessitate the computation of the whole Pareto front and Pareto solutions, since this can be a very time consuming task for more than a few objectives and, therefore, such lengthy computations should be avoided. Moreover, it is desirable that the most preferred optimal model is not biased from measured modal properties that contain significant measurement and processing error or measured modal properties that cannot be well represented by the selected model class. For this, it is reasonable to weight the contribution of the modal group residuals $J_i(\mathbf{u})$ in the total residual measure (5) according to their residual error corresponding to the most preferred model. Specifically, modal groups with larger residual errors should be given less weight than modal groups with smaller residual errors. A rational choice is to select the weights to be inversely proportional to the values of the modal group residuals obtained for the most preferred model. Specifically, the $i$th optimal weight $w_i$ could be chosen to be inversely proportional to the average value of the total residual error of the modal properties involved in the $i$th modal group. That is, the optimal weights $w_i$ of the weights are chosen to satisfy the set of equations

$$w_i = x_i J_i(\tilde{\mathbf{u}}(\mathbf{w})), \quad i = 1, \ldots, n,$$

where

$$\tilde{\mathbf{u}}(\mathbf{w}) = \arg \min_{\mathbf{w}} J(\mathbf{u}; \mathbf{w})$$

(7)

is the optimal model parameter value that corresponds to the weight values $\mathbf{w}$, and $x_i$ is the number of modal properties in the group $g_i$. In particular, for the two objective functions in (2), $x_1 = m$ and $x_2 = mN_0$. Using (6), the optimal weights in (5) are given by $w_i = x_i J_i(\tilde{\mathbf{u}}(\mathbf{w}_{\text{opt}}))$, while the optimal value $\mathbf{w}_{\text{opt}} \equiv \tilde{\mathbf{u}}(\mathbf{w})$ minimizes the optimally weighted residuals $J_i(\mathbf{u}; \mathbf{w})$ in (5), that is, $\mathbf{w}_{\text{opt}} \equiv \tilde{\mathbf{u}}(\mathbf{w})$ is given by (7) for $\mathbf{w} = \tilde{\mathbf{u}}$.

Since the most preferred Pareto optimal structural model is not known prior to the selection of the weights, the corresponding optimal values of the modal residual errors and so the optimal values of the weights are not known. Thus, the selection of the optimal weights should be made simultaneously with the selection of the optimal model so that at the optimal weights, the modal properties are inversely proportional to the optimal residual errors as suggested in (6). Specifically, the optimal values $\tilde{\mathbf{u}}(\mathbf{w})$ and the most preferred Pareto optimal model $\tilde{\mathbf{u}}_{\text{opt}} \equiv \tilde{\mathbf{u}}(\mathbf{w})$ are obtained by simultaneously solving the set of Eq. (6) and the optimization problem (7) with respect to $\mathbf{w}$ and $\mathbf{u}$. This is a nested optimization problem that is solved iteratively. Specifically, for each iteration on $\mathbf{w}_{\text{opt}}$, required in satisfying (6), an optimization problem for estimating $\tilde{\mathbf{u}}(\mathbf{w})$ needs to be solved.

It can be shown that the aforementioned problem is equivalent to the problem of finding $\tilde{\mathbf{u}}_{\text{opt}}$ that minimizes the objective function

$$I(\mathbf{u}) = \sum_{i=1}^{n} x_i \ln J_i(\mathbf{u})$$

(8)

with respect to the parameter set $\mathbf{u}$ and then computing the optimal $\mathbf{w}$ from $\mathbf{w}_{\text{opt}} = x_i J_i(\tilde{\mathbf{u}}_{\text{opt}})$. This can be readily verified by noting that the stationarity conditions $\sum_i \nabla J_i(\mathbf{u})|_{\mathbf{u} = \tilde{\mathbf{u}}(\mathbf{w}_{\text{opt}})} = 0$ for the objective function $I(\mathbf{u})$ in (8), where $\nabla$ is the gradient vector with respect to $\mathbf{u}$, are given by

$$\frac{\partial I(\mathbf{u})}{\partial \mathbf{u}_{\mathbf{w} = \mathbf{w}_{\text{opt}}}} = \sum_{i=1}^{n} \frac{x_i}{J_i(\tilde{\mathbf{u}}_{\text{opt}})} \frac{\partial J_i(\mathbf{u})}{\partial \mathbf{u}_{\mathbf{w} = \mathbf{w}_{\text{opt}}}} = 0, \quad j = 1, \ldots, n,$$

(9)

which are exactly the same as the stationarity conditions

$$\sum_i \nabla J_i(\mathbf{u})|_{\mathbf{u} = \mathbf{w}_{\text{opt}}} = 0$$

for (5) with $\mathbf{w}$ replaced by the optimal $\mathbf{w}_{\text{opt}} = x_i J_i(\tilde{\mathbf{u}}_{\text{opt}})$ computed by (6). It should be noted that the direct optimization of $I(\mathbf{u})$ with respect to $\mathbf{u}$ is computationally much more efficient than the equivalent problem of solving simultaneously the set of Eq. (6) and the optimization problem (7).

The aforementioned method for selecting the most preferred model among the Pareto optimal models that satisfy (8) is referred to as the optimally weighted residual method. This choice corresponds to one out of the infinitely many Pareto optimal models. It is worth pointing out that the logarithmic estimator in (8) has also been shown to arise from a Bayesian statistical identification point of view [25]. Specifically, the most preferred optimal model is the most probable model that results asymptotically for large number of data from a Bayesian approach for structural identification. This Bayesian estimate is based on the assumption of Gaussian and independent errors between the measured modal properties and the corresponding modal properties predicted by the model class.

4. Computational issues related to model updating formulations

The proposed single and multi-objective identification problems are solved using available single and multi-objective optimization algorithms. These algorithms are briefly reviewed and various implementation issues are addressed, including estimation of global optima from multiple local/global ones, as well as convergence issues.

4.1. Single-objective identification

The optimization of $I(\mathbf{u}; \mathbf{w})$ in (5) with respect to $\mathbf{w}$ and the optimization of $I(\mathbf{u})$ in (8) with respect to $\mathbf{u}$ can readily be carried out numerically using any available algorithm for optimizing a nonlinear function of several variables. These single objective optimization problems may involve multiple local/global optima. Conventional gradient-based local optimization algorithms lack reliability in dealing with the estimation of multiple local/global optima observed in structural identification problems [25,30], since convergence to the global optimum is not guaranteed. Evolution strategies [31] are more appropriate and effective to use in such cases. Evolution strategies are random search algorithms that explore the parameter space for detecting the neighborhood of the global optimum, avoiding premature convergence to a local optimum. A disadvantage of evolution strategies is their slow convergence at the neighborhood of an optimum since they do not exploit the gradient information. A hybrid optimization algorithm should be used that exploits the advantages of evolution strategies and gradient-based methods. Specifically, an evolution strategy is used to explore the parameter space and detect the neighborhood of the global optimum. Then the method switches to a gradient-based algorithm starting with the best estimate obtained from the evolution strategy and using gradient information to accelerate convergence to the global optimum.

Another issue that should be pointed out is that in order to guarantee the convergence of the gradient-based optimization methods for structural models involving a relatively large number of DOFs with several contributing modes, the gradient of the objective function with respect to the parameter set $\mathbf{u}$ has to be estimated accurately. It has been observed that numerical algorithms such as finite difference methods for gradient evaluation does not guarantee convergence due to the fact that the errors in the numerical estimation may provide the wrong directions in the search space and convergence to the local/global minimum is not
achieved, especially for intermediate parameter values in the vicinity of a local/global optimum. Thus, the gradients of the objective functions should be provided analytically. For this, the gradients of the contributing modal frequencies and modeshapes, required in the estimation of the gradient of \( f(\theta, w) \) in (5) or \( f(\theta) \) in (8), are computed by expressing them exactly in terms of the values of the contributing modal frequencies, modeshapes and the gradients of the structural mass and stiffness matrices with respect to \( \theta \) using Nelson’s method [32]. An advantage of the Nelson method is that the gradient of the modal frequencies and the modeshape vector of a specific mode can be computed from only the value of the modal frequency and the modeshape vector of the same mode, independently of the values of the modal frequencies and modeshape vectors of the rest of the modes.

4.2. Multi-objective identification

The set of Pareto optimal solutions can be obtained using available multi-objective optimization algorithms. Among them, evolutionary algorithms, such as the strength Pareto evolutionary algorithm [33], are well-suited to solve the multi-objective identification problem [24]. These algorithms process a set of promising solutions simultaneously and therefore are capable of capturing several points along the Pareto front. They are based on an arbitrary initialized population of search points in the parameter space, which by means of selection, mutation and recombination evolves towards better and better regions in the search space. The strength Pareto evolutionary algorithm does not require gradient information and it has the disadvantage of slow convergence, especially for objective vectors close to the Pareto front [24]. Moreover, it does not generate an evenly spread Pareto front, especially for large differences in objective functions.

A computationally more efficient algorithm for solving the multi-objective optimization problem is the Normal-Boundary Intersection (NBI) method [34]. The NBI algorithm produces an even spread of points along the Pareto front, even for problems for which the relative scaling of the objectives are vastly different. The NBI algorithm involves estimation of (a) the \( n \) edge points of the Pareto front by solving \( n \) unconstrained nonlinear optimization problems each one associated with the objective functions \( J_i(\theta), i = 1, \ldots, n \), and (b) the points along the Pareto front by solving \( N_P-n \) constrained nonlinear optimization problems, where \( N_P \) is the total number of Pareto optimal solutions that are used to represent the Pareto front. The constraints involve the objective functions \( J_i(\theta), i = 1, \ldots, n \). The \( N_P-n \) constrained nonlinear optimization problems are solved using available gradient-based constrained optimization methods. However, it has been observed that in order to guarantee convergence, the gradients have to be estimated sufficiently accurately. Similarly to the single-objective identification case, finite difference methods for gradient evaluation of the constraints do not guarantee convergence. Herein, the gradients of the objective functions are provided analytically by computing analytically the gradients of the contributing modal frequencies and modeshapes using the Nelson’s method [32].

Finally, it is of interest to compare the computational time involved for estimating the Pareto optimal solutions with the computational time required in conventional weighted residuals methods for estimating a single solution. This computational time is of the order of the number \( N_P \) of points used to represent the Pareto front multiplied by the computational time required to solve a single-objective unconstrained or constrained optimization problem for computing each point on the front. However, for the NBI method, convergence can be greatly accelerated by using a good starting value for the constrained optimization problem close to the optimal value. This is achieved by selecting the Pareto optimal solution obtained from the current constrained optimization problem to be used as starting value for solving the constrained optimization problem for the next neighborhood point of the Pareto front. More details about the NBI method, advantages and drawbacks, can be found in reference [34].

5. Application on a scaled three-story building structure

Experimental data from a scaled three-story steel building structure are used to demonstrate the applicability and effectiveness of the proposed model updating methods, assess the effect of model error uncertainties on the variability of the Pareto optimal models, as well as investigate the response prediction accuracy and variability of the updated models.

5.1. Description of the laboratory structure

A schematic diagram of the side and the front views of the laboratory structure are given in Fig. 1a. The floors of the building are made of identical steel beams of hollow orthogonal cross section. The two interstory columns that support each floor are made up

Fig. 1. (a) Front and side views of 3-story building structure with added concentrated masses, (b) parameterized 3-DOF model class (c) parameterized 546 DOF finite element model class.
of identical thin steel plates. The columns and beams are connected through angles with the help of bolts and nuts. The horizontal members are made to be much stiffer compared to the vertical structural elements so that the structural behavior can be adequately represented by a shear beam building model. The total height of the structure is approximately 2.4 m. The y-direction of the frame is made to be stiffer to prevent coupling of motion with the x-direction, the latter being the principal direction of interest. Detailed description and plans of the steel beams and columns can be found in Christodoulou [35]. The structure is considered as the reference structure and it is denoted by $C_0$.

A second structural configuration is considered by adding concentrated masses made from lead in both sides of each floor of the reference structure as shown in Fig. 1a. The added weight due to the concentrated masses is approximately 9.5 kg per floor, while the total added mass corresponds to approximately 42% of the mass of the reference structure. The modified structural configuration with the concentrated masses is denoted by $C_1$.

### 5.2. Modal identification

The modal properties of the two structural configurations $C_0$ and $C_1$ are identified from frequency response functions that are obtained by processing the excitation force and acceleration response time histories generated from impulse hammer tests [36].

An array of three acceleration sensors located on the structure as schematically shown in Fig. 1a, record the acceleration time histories during the test along the x-direction. Multiple data sets are generated and processed that correspond to different excitation positions of the impulse hammer at the second and third floor of the structure along the x-direction. The common denominator least-squares complex frequency-domain method [37] is used to obtain the optimal values of the modal parameters assuming classically damped modes. Table 1 reports the values of the identified modal frequencies and modeshape components at the measured locations of the lowest three bending modes for the reference $C_0$ and mass modified $C_1$ structural configurations.

<table>
<thead>
<tr>
<th>Mode #</th>
<th>Reference structure $C_0$</th>
<th>Modified structure $C_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st</td>
<td>2nd</td>
</tr>
<tr>
<td>Modal Freq. (Hz)</td>
<td>4.646</td>
<td>13.81</td>
</tr>
<tr>
<td>Modeshape Components</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st floor</td>
<td>0.4561</td>
<td>1.000</td>
</tr>
<tr>
<td>2nd floor</td>
<td>0.8069</td>
<td>0.3099</td>
</tr>
<tr>
<td>3rd floor</td>
<td>1.000</td>
<td>−0.9026</td>
</tr>
</tbody>
</table>

### 5.3. Parameterized model classes

In order to investigate the effect of modeling error in model updating and model response prediction variability for each structural configuration, the following two parameterised model classes are introduced to represent the behavior of the structure along the x-direction.

The first model class, which is schematically shown in Fig. 1b, is a simple 3-DOF mass-spring chain model. The modeling is based on the assumptions that the floors of the structure are rigid and that the stiffness is provided by the interstory plates. A lumped mass model is considered. Specifically, the $i$th mass of the model includes the mass of the $i$th floor and half of the mass of the interstory plates that are attached to the $i$th floor. Thus, based on the weights of the structural elements, the masses $m_1$, $m_2$ and $m_3$ are taken to be equal to $m_1 = m_2 = m_0$ and $m_3 = 0.76m_0$, where $m_0 = 22.6$ kg. The initial (nominal) values of the spring stiffnesses $k_01$, $k_02$ and $k_03$ are taken to be equal, that is, $k_01 = k_02 = k_03 = k_0$. The ratio $k_0/m_0$ was selected so as to minimize the difference between the first modal frequency predicted by the model and the first measured modal frequency for the structural configuration $C_0$.

The 3-DOF mass-spring chain model is parameterized introducing three parameters $\theta_1$, $\theta_2$ and $\theta_3$, one for the stiffness of each spring modeling the interstory stiffness, so that $k_i = k_0 \theta_i$, for $i = 1,2,3$, where $k_0$ is the nominal value of the stiffness of each spring in the nominal model and $\theta_i$ is the updated value of the stiffness of each parameterised spring based on the measured data. This parameterized model class is denoted by $M_0$. For the modified structure $C_1$ with added concentrated masses, the 3-DOF model class is used with modified masses $m_1 + m_i$, $m_2 + m_i$ and $m_3 + m_i$, that take into account the additional concentrated lead masses $m_1$, $m_2$ and $m_3$ added on the structure at each floor (see Fig. 1a). The parameter set $\theta$ is kept the same as the one used for the reference structure $C_0$. This parameterized model class for the modified structural configuration $C_1$ is denoted by $M_1$.

The second model class, which is schematically shown in Fig. 1c, is a detailed finite element (FE) model. Each floor beam is modeled with a beam element, while the columns between each floor are modeled, due to its small thickness, with 12 plate elements each. The sizes of both types of elements are calculated from the structural drawing. The modulus of elasticity and the density are based on the material properties. The plate elements near the joints, between columns and floors, are assumed to be very stiff compared to the interstory plate elements, in order to model the large rigidity in these parts of the structure. The FE model developed based on modeling assumptions, the structural drawings and the properties of the materials used, is referred to as the initial (nominal) FE model. The total number of DOF is 546.

The 546-DOF finite element model is parameterized introducing three parameters $\theta_1$, $\theta_2$ and $\theta_3$, each one associated with the modulus of elasticity of the thin plate elements of first, second and third interstory columns, respectively, so that $E_i = \theta_i E_0$, for $i = 1,2,3$, where $E_0$ is the nominal value of the modulus of elasticity of interstory plate elements in the initial FE model and $E_i$ is the updated value of the modulus of elasticity of each parameterised plate element. This parameterized model class is denoted by $M_{0,FE}$. The FE model of the modified structure $C_1$ with the additional concentrated masses is obtained by modifying the FE model of the reference structure, adding in the FE model the known values of the concentrated lead masses at the edge nodes of the horizontal beam elements used to model the stiffness of the floors. The parameter set $\theta$ is kept the same as the one used for the reference structure. This parameterized model class for the modified structural configuration $C_1$ is denoted by $M_{1,FE}$.

The model within each of the defined model classes with parameter values $\theta_1 = \theta_2 = \theta_3 = 1$ correspond to the initial (nominal) model of the model class. It should be emphasized that the three parameters $\theta_1$, $\theta_2$ and $\theta_3$ correspond to interstory stiffness properties of the three-story structure which are common for all four
model classes introduced for the reference and mass modified configurations.

5.4. Structural model updating

Model updating results are computed for the model classes $M_0$ and $M_{0,FE}$ based on the experimental data in Table 1 available for the reference structural configuration $C_0$. Similarly, model updating results are computed for the model classes $M_1$ and $M_{1,FE}$ based on the experimental data in Table 1 available for the structural configuration $C_1$. The two-objective functions in (2) are used for model updating. Thus, the objective space is two-dimensional, while the parameter space is three-dimensional. The Pareto optimal models are estimated from the proposed multi-objective identification method using the NBI algorithm and $N_p = 20$ points along the Pareto front. The estimation of the optimal models corresponding to the optimally-weighted and equally weighted residuals methods, as well as the optimal models corresponding to the edge points of the Pareto front, is based on the hybrid optimization method combining evolution strategies and gradient based methods.

The results from the multi-objective identification methodology are shown in Fig. 2. For each model class and associated structural configuration, the Pareto front, giving the Pareto solutions in the two-dimensional objective space, is shown in Fig. 2a. Specifically, the results in Fig. 2a are given for the functions $s_1(\theta) = \sqrt{J_1(\theta)/s_1}$ and $s_2(\theta) = \sqrt{J_2(\theta)/s_2}$ which, given the definition of the objective functions in (2), represent a measure of the average errors of the modal properties involved in the two modal groups. The non-zero size of the Pareto front and the non-zero distance of the Pareto front from the origin are due to uncertainties arising from modeling and measurement errors. Specifically, the distance of the Pareto points along the Pareto front from the origin is an indication of the size of the overall measurement and modeling error. The size of the Pareto front depends on the size of the model error and the sensitivity of the modal properties to the parameter values $\theta$ [25]. It is observed that the average errors $s_1(\theta)$ and $s_2(\theta)$ between the measured and the model predicted modal properties obtained from the Pareto optimal models $\hat{\theta}$ for the higher fidelity 546-DOF model classes $M_{0,FE}$ and $M_{1,FE}$ are significantly smaller than the residual errors corresponding to the 3-DOF model classes $M_0$ and $M_1$. Consequently, for the higher fidelity 546-DOF model classes, the Pareto front moves closer to the origin of the objective space. In addition it is observed that the sizes of the Pareto fronts for the 546-DOF model classes $M_{0,FE}$ and $M_{1,FE}$ reduce to approximately one third to half the sizes of the Pareto fronts observed for the 3-DOF model classes $M_0$ and $M_1$. These results certify, as it should be expected based on the modeling assumptions in Section 5.3, that the 546-DOF model classes are higher fidelity model classes than the 3-DOF model classes. Also the results in Fig. 2a quantify the quality of fit, acceptance and degree of accuracy of a model class in relation to another model class based on the measure data.

Fig. 2b–d shows the corresponding Pareto optimal solutions in the three-dimensional parameter space. For each model class, the Pareto optimal solutions are concentrated along a one-dimensional manifold in the three-dimensional parameter space. Fig. 2b–d shows the projection of the Pareto solutions in the two-dimensional parameter spaces $(\theta_1, \theta_2)$, $(\theta_2, \theta_3)$ and $(\theta_1, \theta_3)$. It is observed that a wide variety of Pareto optimal solutions are obtained for both model classes and structural configurations that are consistent with the measured data and the objective functions used.

![Fig. 2. Pareto front and Pareto optimal solutions in the (a) objective space and (b–d) parameter space, along with optimal solutions obtained from the optimally and equally weighted modal residuals methods.](image-url)
Comparing the Pareto optimal solutions for a model class, it can be said that there is no Pareto solution that improves the fit in both modal groups simultaneously. Thus, all Pareto solutions correspond to acceptable compromise structural models trading-off the fit in the modal frequencies involved in the first modal group with the fit in the modeshape components involved in the second modal group.

Comparing the Pareto front and Pareto optimal models for the 546-DOF model classes with the corresponding ones obtained for the 3-DOF model classes, it can be noted that the results are qualitatively similar. However, the size of the one-dimensional optimal solutions manifolds for the 546-DOF model classes $M_{0,FE}$ and $M_{1,FE}$ are significantly smaller than the size of the manifolds for the 3-DOF model classes $M_0$ and $M_1$. These results clearly demonstrate that as the fidelity of the model class improves, the variability of the Pareto optimal models reduces. This has important implications in the selection of the weight values used in weighted modal residuals method for model updating and model-based prediction studies. Since the variability of the Pareto optimal solutions reduces as the fidelity of the models improves, the effect of the choice of weight on weighted modal residuals methods diminishes as the fidelity of the model increases.

Consider next the common parameter model classes $M_0$ and $M_1$ introduced for modeling the reference and modified structural configurations $C_0$ and $C_1$, respectively. The Pareto optimal values of the common parameter set $\theta$ of the 3-DOF model classes $M_0$ and $M_1$ differ, despite the fact that the parameters for the two model classes $M_0$ and $M_1$ refer to the same interstory stiffnesses of the two different structural configurations. The differences can be attributed mainly to the size of modeling errors involved in the 3-DOF model classes. Instead, comparing the Pareto optimal values obtained from the common parameter 546-DOF model classes $M_{0,FE}$ and $M_{1,FE}$ for the two structural configurations $C_0$ and $C_1$, it is observed that the optimal solution manifolds for the 546-DOF model classes are significantly closer than the optimal solution manifolds for the 3-DOF model classes. This certifies that the higher fidelity model classes provide consistent estimates of the common parameters in model classes introduced to model different structural configurations. Finally, it should be noted from the results in Fig. 2b–d that the Pareto optimal values of the parameters predicted by the higher fidelity model classes $M_{0,FE}$ and $M_{1,FE}$ are significant different from the Pareto optimal values predicted by the simpler model classes $M_0$ and $M_1$. Thus, the model updating results and parameter estimates depend highly on the fidelity of the model class considered.

The optimal structural models corresponding to the optimally weighted (OWM) and the equally weighted (EWM) residuals methods for the 3-DOF and 546-DOF model classes are also shown in Fig. 2. It can be seen that these optimal models are points along the Pareto front, as it should be expected. The two methods, the OWM and the EWM, in general promote different Pareto optimal models for use in model-based prediction studies. For the example case considered, the Pareto solutions $\hat{\theta}_{\text{OWM}}$ provided by the optimally weighted residuals method for the 3-DOF model classes are close to the boundary solution $\hat{\theta}_{\text{EWM}}$ for both structural configurations $C_0$ and $C_1$. Also, the Pareto points corresponding to the optimally weighted (OWM) and the equally weighted (EWM) residuals methods for the 546-DOF model classes are also shown in Fig. 2 to be closer than the corresponding Pareto points for the 3-DOF model classes.

Unidentifiability issues are next discussed which were ignored in presenting the Pareto front for the model class $M_{0,FE}$ in Fig. 2a. Fig. 3a shows the Pareto front obtained by the application of the proposed NBI algorithm for the 546-DOF model class $M_{0,FE}$. It is observed that there is an almost flat part of the Pareto front at the lower right edge of Fig. 3a. This is due to the unidentifiability problems [28,29] encountered in estimating the optimal model corresponding to the right edge point of the Pareto front. In this case, the right edge point of the Pareto front is obtained by optimizing the function $f_1(\theta)$. It turns out that there is a lower-dimensional manifold in the three-dimensional parameter space, shown in the two-dimensional projection $(\theta_1, \theta_2)$ in Fig. 3b to extend from point 13 to point 20, that give almost the same optimum for $f_1(\theta)$. Depending on the starting values of the parameter set $\theta$, the gradient-based optimization algorithm converges to one of the infinite number of optimal models in this sub-manifold. As it is noted in Fig. 3a, the flat unidentifiable portion of the Pareto front and the associated manifold in Fig. 3b are readily obtained by the NBI method. From the engineering point of view, the most important point from this flat portion is the most left point 13 in Fig. 3a since all other points in the flat portion deteriorate the fit in the objective function $f_1(\theta)$ without significantly altering the fit in $f_2(\theta)$. In order to generate points only on the identifiable portion of the Pareto front for pre-selected number of points on it (e.g. 20 points as shown in Fig. 2a), the analyst can repeat the application of the NBI algorithm with edge points of the Pareto front selected to be the points 1 and 13 in Fig. 3b to extend from point 13 to point 20, that give almost the same optimum for $f_1(\theta)$. In this case, the right edge point of the Pareto front is obtained by optimizing the function $f_2(\theta)$. It is observed that there is an almost flat part of the Pareto front at the lower right edge of Fig. 3a. This is due to the unidentifiability problems [28,29] encountered in estimating the optimal model corresponding to the right edge point of the Pareto front. In this case, the right edge point of the Pareto front is obtained by optimizing the function $f_1(\theta)$. It turns out that there is a lower-dimensional manifold in the three-dimensional parameter space, shown in the two-dimensional projection $(\theta_1, \theta_2)$ in Fig. 3b to extend from point 13 to point 20, that give almost the same optimum for $f_1(\theta)$. Depending on the starting values of the parameter set $\theta$, the gradient-based optimization algorithm converges to one of the infinite number of optimal models in this sub-manifold. As it is noted in Fig. 3a, the flat unidentifiable portion of the Pareto front and the associated manifold in Fig. 3b are readily obtained by the NBI method. From the engineering point of view, the most important point from this flat portion is the most left point 13 in Fig. 3a since all other points in the flat portion deteriorate the fit in the objective function $f_1(\theta)$ without significantly altering the fit in $f_2(\theta)$. In order to generate points only on the identifiable portion of the Pareto front for pre-selected number of points on it (e.g. 20 points as shown in Fig. 2a), the analyst can repeat the application of the NBI algorithm with edge points of the Pareto front selected to be the points 1 and 13 in Fig. 3. It should be noted that in the results presented in Fig. 2 for the model classes $M_{0,FE}$ only the identifiable part of the Pareto front is shown.

It is worth mentioning that unidentifiable portions of the Pareto front were not observed for the other three model classes which implies that the problem was identifiable for all three model classes.

More careful examination of the optimal points resulted by the NBI method for the model class $M_0$ in Fig. 2 reveals that the NBI points 6 and 7 for model class $M_0$ do not constitute Pareto points.

![Fig. 3. (a) Pareto front and (b) projection of Pareto optimal solutions in $(\theta_1, \theta_2)$ plane for model class $M_{0,FE}$.](image-url)
since it can be easily checked numerically that they do not satisfy conditions (4). Fig. 4 shows the exact Pareto front and Pareto optimal solutions projected in the two-dimensional parameter space \((\theta_1, \theta_2)\) using NBI method for \(N_P = 40\) points. The NBI points that do not satisfy conditions (4) have been excluded from the Figures. It is clearly seen that the Pareto front in Fig. 4a and the projection of the one-dimensional Pareto solution manifold in \((\theta, \theta_2)\) plane in Fig. 4b is disconnected. The missing portion in Fig. 4 that does not belong to Pareto front is the portion of the Pareto front and Pareto solutions in Fig. 2 that extends approximately from point 5 to point 8. From the previous results, it is evident that the NBI method, despite the disconnected manifolds that exists, is capable of fully describing the Pareto solutions.

For comparison purposes, the weighted residuals method (WRM) was also used to obtain the Pareto front by uniformly varying the weights in (5) from 0 to 1. Specifically, dividing the interval \([0,1]\) for the weight \(w_1\) into equally spaced sub-intervals using a step \(\Delta w\), selecting the corresponding values of \(w_2\) to satisfy the condition \(w_1 + w_2 = 1\), and estimating the optimal solutions for the \(1/\Delta w\) pairs of \((w_1, w_2)\) values, the Pareto front and the Pareto solutions are obtained and shown in Fig. 4a and b for model class \(M_0\) for \(\Delta w = 0.05\). It can be seen that varying the weights in the weighted residuals method, part of the Pareto points can be completely missed. Specifically, the top left portion of the Pareto front in Fig. 4a has been missed. Attempts to recover this part by fully exploring the region in the parameter space that corresponds to the top left part of the Pareto front have failed. Such attempts included the use of different values of the weights \(w\) in (5), different starting values for solving the single-objective optimization problems, various sizes of \(\Delta w\), and an increasing number of Pareto points. Numerically there is no point in the top left part of the Pareto front that corresponds to a weight value in the weighted residual method. This is in accordance with the fact that there may be Pareto solutions that do not correspond to solutions of the single-objective optimization involving the weighted residuals norm (5) for any values of the weights. It should however be noted that for weight values \(w_1 = 1\) and \(w_2 = 0\), there is a global optimal solution that corresponds to the edge Pareto point A shown in Fig. 4, as well as a local solution that corresponds to the edge Pareto point B of the left portion of the Pareto front. Both solutions, although one global and one local for the same weight values \(w_1 = 1\) and \(w_2 = 0\), are Pareto optimal solutions because they correspond to different values of the second objective \(J_2(\theta)\).

A final issue is that worth mentioning is that varying uniformly the weight values and computing the Pareto points using the weighted residuals method does not produce uniformly distributed points along the Pareto front. Instead, it may yield a cluster of points as it can be seen in Fig. 4. As a consequence, part of the Pareto fronts can be misrepresented or completely missed.

5.5. Prediction variability using Pareto optimal structural models

The purpose of the identification is to construct faithful structural models, within a selected model class, that can be used for making improved structural performance predictions consistent with the measured data. The alternative models obtained along the Pareto front provide different performance predictions that are all acceptable based on the measured data and the measures of fit employed. The variability of these predictions is next explored.

The variability in the modal properties predicted by the Pareto optimal models is estimated for the model classes \(M_0\) and \(M_{OFE}\) representing structural configuration \(C_0\) and the model classes \(M_1\) and \(M_{1,FE}\) representing structural configuration \(C_1\). The values of the three modal frequencies predicted by the Pareto optimal models from each model class, including the Pareto optimal models corresponding to the optimally weighted and equally weighted residuals methods, are shown in Fig. 5. The measured modal frequencies for structural configurations \(C_0\) and \(C_1\) are also shown for comparison purposes. The variability of the corresponding MAC (Modal Assurance Criterion) values between the modal components predicted by the Pareto optimal models for each model class and the measured modeshapes for the three bending modes are shown in Fig. 6.

For each model class, different Pareto optimal models along the Pareto front result in different predictions of the structural modal frequencies and MAC values. A relatively large variability in the predictions is observed for the 3-DOF model classes \(M_0\) and \(M_1\). The maximum percentage error values between the Pareto optimal model predictions for the first, second and third modal frequency are respectively of the order of 6.0%, 2.7% and 4.9% for the model class \(M_0\) and of the order of 5.1%, 2.3% and 3.1% for the model class \(M_1\). The MAC values corresponding to the first, second and third mode vary respectively from 0.990, 0.863 and 0.851 for the model classes \(M_0\) and from 0.997, 0.895 and 0.884 for the model classes \(M_1\) to values very close to 1.0.

It is clear that there is a trade off between the fit that the Pareto optimal models for model classes \(M_0\) and \(M_{OFE}\) provide to the modal frequencies and the modeshapes. Specifically, the Pareto models with small numbers close to Pareto point 1 provide a very good fit to the modal frequencies in the expense of deteriorating the fit in the MAC values to values significantly smaller than one. The Pareto models with large numbers close to Pareto point 20 for model clas-

![Fig. 4.](image-url) (a) Pareto front and (b) projection of Pareto optimal solutions in \((\Theta, \Theta_2)\) plane for model class \(M_0\).
$M_0$ and $M_{0, FE}$ improve the MAC values to values very close to one in the expense of deteriorating the fit in the modal frequencies.

Similar trade off in the fit is observed for the Pareto optimal models for model classes $M_1$ and $M_{1, FE}$.

Fig. 5. Variability of modal frequencies predicted by the Pareto optimal solutions corresponding to model classes $M_0$, $M_1$, $M_{0, FE}$ and $M_{1, FE}$. The corresponding measured modal frequencies are also presented.

Fig. 6. Variability of MAC values predicted by the Pareto optimal solutions corresponding to model classes $M_0$, $M_1$, $M_{0, FE}$ and $M_{1, FE}$. 
Comparing the predictions in Fig. 5 from the 3-DOF model classes and the 546-DOF model classes, the 546-DOF model classes $M_{0,FE}$ and $M_{1,FE}$ provide overall significantly better fit in the modal frequencies than the fit provided by the 3-DOF model classes $M_0$ and $M_1$. Also, comparing the results in Fig. 6, it is observed that the higher fidelity 546-DOF model classes give MAC values between the Pareto optimal models and the measurements that are much closer to one than the MAC values obtained for the 3-DOF model class. These results verify that higher fidelity model classes tend to give better predictions that are less sensitive to selections required in model updating, such as the weight values used in weighted residuals methods.

Similar variability can be constructed for other structural performance indices. Fig. 7a shows the variability of the maximum of the frequency response function at first floor for the Pareto optimal models for all model classes for damping values of $\zeta = 0.02$. Fig. 7b shows the variability of the probability of failure of the structure to uncertain stochastic loads. Herein, failure is defined as the condition for which either one of interstory floor drifts exceeds a level $b$. The failure probability estimates are obtained for white noise excitation of duration $T = 30$ s, strength $S = 0.001$ and for two allowable drift levels $b = 0.03$ and 0.04. The failure probability is obtained using efficient stochastic simulation methods available for linear systems [38,39] for 2000 samples. In particular, it is worth observing that a large variability in the frequency response predictions, from (0.238–0.349) for the model class $M_0$ and (0.281–0.321) for the model class $M_{0,FE}$, and in the failure probabilities from (0.011 $\times$ 10$^{-4}$–5.1 $\times$ 10$^{-4}$) for the model class $M_0$ and (0.4 $\times$ 10$^{-3}$–2.1 $\times$ 10$^{-3}$) for the model class $M_{0,FE}$, are observed for the Pareto optimal models. Similar variability levels are observed for model classes $M_1$ and $M_{1,FE}$. These variabilities are larger than the variabilities in the modal frequencies shown in Fig. 5.

Comparing the results in Fig. 7 for the 3-DOF and the 546-DOF model classes, it is observed that the variability in the predictions of the maximum of the frequency response function and the probability of failure due to allowable drift exceedance levels of the 546-DOF model class is significantly smaller than the corresponding variability obtained from the 3-DOF model class.

Concluding, the predictions of the various performance indices from the Pareto optimal models may vary considerably. The variability in the predictions depends on the fidelity of the model class selected for identification. Higher fidelity model classes tend to reduce the variability in the predictions, diminishing the importance of selecting the weight values in weighted residuals methods.

6. Conclusions

Model updating algorithms were proposed to characterize and compute all Pareto optimal models from a model class, consistent with the measured data and the norms used to measure the fit between the measured and model predicted modal properties. The similarities with and differences from the conventional weighted modal residuals method were established. The most preferred Pareto optimal solution promoted by the proposed optimally weighted modal residuals method correspond to weight value for a modal group that is inversely proportional to the optimal residual between the measured and the model predicted properties involved in the modal group. The optimal values of the structural parameters for the most preferred Pareto optimal model are obtained by minimizing the sum of the logarithm of the modal residuals. The most preferred Pareto optimal model can be used for model-based predictions in case of more than a few objective functions for which the generation and visualization of Pareto optimal models in the multi-objective space is computationally less tractable. Hybrid algorithms based on evolution strategies and gradient methods are necessary and well-suited optimization tools for solving the resulting non-convex single-objective optimization problem and identifying the global optimum from multiple local ones. The proposed NBI method is well-suited for solving the multi-objective optimization problem and effectively computing the useful identifiable part of the Pareto front, as well as portion of the unidentifiable part of the Pareto front at the edge points.

Theoretical and computational issues were demonstrated by updating simple and higher fidelity model classes using experimental data from two configurations of a scaled three-story steel structure. A wide variety of Pareto optimal structural models consistent with the measured modal data was obtained. The variability in the Pareto optimal models is due to the model and measurement error. The large variability in the Pareto optimal models resulted in large variability in the response and structural reliability predictions. It has been demonstrated that higher fidelity model classes, tend to involve less model error, move the Pareto front towards the origin and reduce the size of the Pareto front in the objective space, reduce the variability of the Pareto optimal solutions, provide better fit to the measured quantities, and give much better predictions corresponding to reduced variability. In particular, as the fidelity of the model class improves, the importance of selecting the weight values in weighted residuals methods diminishes.

Future work will explore the effectiveness of the multi-objective identification method for damage detection purposes by mon-
itoring changes in the Pareto optimal models using the measured modal properties from healthy and damage structural states.

Acknowledgements

This research was co-funded by the Greek Ministry of Education and the European Community within the Hrakleitos program framework under Grant MIS: 88730.

References